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We introduce a novel approach to solve the problem of


3D human pose estimation

from a single RGB image

Input image Output 3D Pose



Our method reasons jointly about 2D joint estimation


and 3D pose reconstruction to improve both tasks.




Our approach 

• First, we learn a probabilistic model of 3D human pose from 

3D mocap data


• We integrate this model within a novel end-to-end CNN 
architecture for joint 2D and 3D human pose estimation


• Our method achieves state-of-the-art results on the Human3.6M 
dataset

This model lifts 2D joint positions (landmarks) into 3D

2D landmarks 3D poseprobabilistic

3D pose model



Our approach 

• Next, we train a novel end-to-end multi-stage CNN for 2D 

landmark estimation
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Our approach 

• Next, we train a novel end-to-end multi-stage CNN for 2D 

landmark estimation


• Each stage includes a new layer based on our probabilistic 3D 
pose model of human poses to enforce 3D pose constraints
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Detailed architecture
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Feature
extraction

2D Joint
prediction

For each landmark, a 2D belief map is generated

This defines how confident the architecture is that a specific

landmark occurs at any given pixel (u,v) of the input image

belief maps
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Probabilistic 3D pose model 3D pose

Our pre-learned probabilistic model

lifts 2D landmarks into 3D
and injects 3D pose information
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The 3D pose is used to 
generate a new set of 

2D belief maps
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STAGE t=6

STAGE t=3
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The accuracy of the belief maps increases progressively 
through the stages

The 2D belief maps from each stage are used as input to the next stage
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Our approach achieves state-of-the-art results

on the Human3.6M dataset
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Figure 6: Results from the Human3.6M dataset. The identified 2D landmark positions and 3D skeleton is shown for each
pose taken from different actions: Walking, Phoning, Greeting, Discussion, Sitting Down.

can guarantee that a solution extremely close to the global
optima is found. In practice, using 20 samples and refining
the rotations and basis coefficients of the best found solution
using a non-linear least squares solver obtains the same re-
construction, and we make use of the faster option of check-
ing 80 locations and using the best found solution as our 3D
estimate. This puts us close to the global optima and has the
same average accuracy as finding the global optima. More-
over, it allows us to upgrade from sparse landmark locations
to 3D using a single Gaussian at around 3,000 frames a sec-
ond using python code on a standard laptop.

To handle models consisting of a mixture of Gaussians,
we follow [24] and simply solve for each Gaussian indepen-
dently and select the most probably solution.

5.4. Projecting 3D poses onto 2D belief maps

Our projected pose model is interleaved throughout the
architecture (see Figure 1). The goal is to correct the beliefs
regarding landmark locations at each stage, by fusing extra
information about 3D physical plausibility. Given the solu-
tion R, s, and a from the previous component, we estimate
a physically plausible projected 3D pose as

Ŷ = s⇧ER(µ+ a · e) (6)

which is then embedded in a belief map as

b̂pi,j =

(
1 if(i, j) = Ŷp

0 otherwise.
(7)

and then convolved using Gaussian filters.

5.5. 2D Fusion of belief maps
The 2D belief maps predicted by our probabilistic 3D

pose model are fused with the CNN-based belief maps bp

according to the following equation

fp
t = wt ⇤ bpt + (1� wt) ⇤ b̂pt (8)

where wt 2 [0, 1] is a weight trained as part of the end-
to-end learning. This set of fused belief maps ft is then
passed to the next stage and used as an input to guide the 2D
reestimation of joint locations, instead of the belief maps bt
used by convolutional pose machines.
Final lifting: The belief maps produced as the output of the
final stage (t = 6) are then lifted into 3D to give the final
estimate for the pose (see figure 1) using our algorithm to
lift 2D poses into 3D.

6. Experimental evaluation
Human3.6M dataset: Our model was trained and tested
on the Human3.6M dataset consisting of 3.6 millions ac-
curate 3D human poses [14]. This is a video and mocap
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Example results on the Human3.6M dataset


